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## Schrödinger

(wave mechanics) the state is a function $\psi$ satisfying the Schrödinger equation

Stone and von Neumann clarified the connection between early 1930s the formalisms above

1943 Gelfand and Naimark characterised C*-algebras

## History of C*-algebras

Since then, the subject of $C^{*}$-algebras has evolved into a huge mathematical endeavour interacting with several areas of mathematics and theoretical physics.
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Let $A$ be a $\mathbb{C}^{*}$-algebra. Given $a, b \in \mathbb{C}$ and $\lambda \in \mathbb{C}$, we have
(i) $a+\lambda b \in A, a b \in A$, etc.
(ii) $A$ has an involution $a \mapsto a^{*}$ with

$$
(\lambda a)^{*}=\bar{\lambda} a^{*}, \quad(a b)^{*}=b^{*} a^{*}, \quad\left(a^{*}\right)^{*}=a
$$

(iii) $\left\|a^{*}\right\|=\|a\|,\|a b\| \leq\|a\|\|b\|$
(iv) $A$ is complete
(v) $\left\|a^{*} a\right\|=\|a\|^{2}$.
$A$ is a C*-algebra
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## Definition

A topological groupoid is étale if the maps $r$ and $s$ are local homeomorphisms.
Here we will assume that every groupoid $G$ is locally compact Hausdorff second countable étale.
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## Theorem

There exists a $C^{*}$-algebra $C^{*}(G)$ such that $C_{c}(G)$ is dense in $C^{*}(G)$ and

$$
\|f\|=\sup \left\{\|\pi(f)\|: \pi \text { is a } * \text {-representation of } C_{c}(G)\right\}
$$

for all $f \in C_{c}(G)$.

## Groupoid C*-algebras

## Examples

Many classes of C*-algebras can be describred by groupoid C*-algebras. For example, AF algebras and graph algebras.
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Now we study Theorem 1.3 of [4], by Neshveyev, which describes all KMS states $\varphi$ on $C^{*}(G)$ by the formula
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\varphi(f)=\int_{G^{(0)}} \sum_{g \in G_{x}^{x}} f(g) \varphi_{x}\left(u_{g}\right) d \mu(x), \quad f \in C_{c}(G) .
$$

Moreover, it gives a one-to-one correspondence between the KMS states and pairs ( $\mu,\left\{\varphi_{x}\right\}_{x \in G^{(0)}}$ ) satisfying certain conditions.
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Note that $G_{x}^{x}$ is a group with identity $x$.
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- $u_{g}$ generate the $\mathrm{C}^{*}$-algebra $C^{*}\left(G_{x}^{x}\right)$. Also $u_{g} u_{h}=u_{g h}$ for $g, h \in G_{x}^{x}$
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Theorem
[4, Theorem 1.3] There exists a one-to-one correspondence between $K M S_{\beta}$-states on $C^{*}(G)$ and pairs $\left(\mu,\left\{\varphi_{x}\right\}_{x \in G^{(0)}}\right)$ consisting of a probability measure $\mu$ on $G^{(0)}$ and a $\mu$-measurable field of states $\varphi_{x}$ on $C^{*}\left(G_{x}^{x}\right)$ such that:
(i) $\mu$ is quasi-invariant with Radon-Nikodym derivative $e^{-\beta c}$;
(ii) $\varphi_{x}\left(u_{g}\right)=\varphi_{r(h)}\left(u_{h g h^{-1}}\right)$ for every $g \in G_{x}^{x}$ and $h \in G_{x}$, for $\mu$-a.e. $x$; in particular, $\varphi_{x}$ is tracial for $\mu$-a.e. $x$;
(iii) $\varphi_{x}\left(u_{g}\right)=0$ for all $g \in G_{x}^{x} \backslash c^{-1}(0)$, for $\mu$-a.e. $x$.
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he uses the following property of locally compact Hausdorff second countable étale groupoids:

- A function $f \in C_{c}(G)$ can be written as a finite sum $f=f_{1}+\cdots+f_{n}$. Each $f_{i} \in C_{c}\left(\mathcal{U}_{i}\right) \subset C_{c}(G)$ has support in an open bisection $\mathcal{U}_{i}$.
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## Neshveyev's theorem

## Open bisections

If $\mathcal{U} \subset G$ is an open bisection, $\mathcal{U}$ is open and

$$
r: \mathcal{U} \rightarrow r(\mathcal{U}), s: \mathcal{U} \rightarrow s(\mathcal{U}) \text { are homeomorphisms. }
$$



If $f_{2} \in C_{c}(\mathcal{U})$, we can find easier formulas for $\varphi\left(f_{1} \cdot \tau_{i \beta}\left(f_{2}\right)\right)$ and $\varphi\left(f_{2} \cdot f_{1}\right)$.

## Conclusion

Using topological properties of groupoids, we can study some properties of groupoid $\mathrm{C}^{*}$-algebras in more detail.
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